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LABORATORY ACTIVITY – 7  

1. Title of the Laboratory Exercise:  Gram – Schmidt orthogonalization process and QR 

factorisation 

 

 

2. Introduction and Purpose of Experiment 

  In this laboratory exercise, students get familiar with orthonormal basis. They also 

learn to find an orthonormal basis given a set of ordinary vectors using Gram – Schmidt 

orthogonalization process and decompose the given set of vectors as product of upper triangular matrix 

and orthonormal matrix using QR factorisation  

 

 

3. Aim and Objectives 

        Aim 

• Obtaining an orthonormal basis from a given set of vectors.  

Objectives 

At the end of this lab, the student will be able to: 

• Apply Gram – Schmidt orthogonalization process to obtain orthonormal basis 

 

4. Experimental Procedure 

• Students are expected to create a document. Also students are expected obtain 

an orthonormal basis from the given set of vectors in the script file. 

 

5. Calculations/Computations/Algorithms.  

Apply Gram–Schmidt orthogonalization process to obtain orthonormal basis and compute 

QR factorisation from the given set of vectors: 
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a) {[
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] , [
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] , [
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]} 

Program:  

 

Command window:  

 

Results:  

 

b) {[
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Command window:  

 

 

 



Result: 

 

c) {[
1
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] , [
1
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]}  

Command window:  

 

Result:  

 

d) {[
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] , [
−2
1
2
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]} 

Command window: 

 

Result:  

 



e) {[
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]} 

Command window: 

 

Result:  

  

   

f) {[
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] , [
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Command window: 

 

 

Result:  

 



g) {[

1
1
1
1

] , [
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] , [
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0

]} 

Command window: 

 

Result: 

 

 

6. Analysis and Discussions: 

 

                                                   To apply the Gram-Schmidt orthogonalization process to obtain an orthonormal basis and 

compute the QR factorization: 

• Define the input vectors. 

• Perform Gram-Schmidt orthogonalization. 

• Normalize the orthogonalized vectors to obtain an orthonormal basis. 

• Construct the Q matrix from the orthonormal basis. 

• Construct the R matrix from the Q matrix and the original vectors. 

 

       Gram-Schmidt orthogonalization is a mathematical process used to transform a set of linearly 

independent vectors into a set of orthogonal (perpendicular) or orthonormal (orthogonal and 

normalized to have a length of 1) vectors. This technique is particularly important in linear algebra 

and numerical computations. 

                       

 



7. Conclusions: 

• Gram-Schmidt Orthogonalization: The Gram-Schmidt orthogonalization process is 

used to transform a set of vectors into an orthogonal or orthonormal basis. 

• Orthogonalization is a mathematical process used to transform a set of vectors into 

a new set of vectors that are orthogonal (perpendicular) to each other.  

• In linear algebra, orthogonal vectors have a dot product of zero, which means they 

are geometrically perpendicular in Euclidean space. 

• Normalization: To obtain an orthonormal basis, we normalized the orthogonal 

vectors, resulting in the orthonormal vectors. 

• QR Factorization: We constructed the Q matrix from the orthonormal basis vectors 

and computed the R matrix using the Q matrix and the original vectors. 

• The Gram-Schmidt orthogonalization process was successfully applied to the given 

set of vectors, resulting in an orthonormal basis represented by the Q matrix and 

the upper triangular R matrix. 

 

8. Comments  

 

 

9. Particulars 
Marks 

Maximum Actual 

Results 12  

Procedures/Steps /Write up  05  

Viva 08  

Total 25  
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LABORATORY ACTIVITY – 4  

Title of the Laboratory Exercise:  Consistency of system of equations 

 

1. Introduction and Purpose of Experiment: 

  In this laboratory exercise, students get familiar with different solution for different   

matrix. They also learn to solve the equation and find the consistency.   

2. Aim and Objectives: 

        Aim 

• Solving the system of equations to know the consistency of the matrix. 

Objectives 

At the end of this lab, the student will be able to: 

•  To solve system of equations. 

3. Experimental Procedure: 

• Students are expected to create a document. Also students are expected to solve 

the system of equations in the script file. 

4. Calculations/Computations/Algorithms: 

Solve the following system of equations using Thomas algorithm: 

a) 2𝑥1 − 𝑥2 = 1; −𝑥1 + 2𝑥2 − 𝑥3 = 0; −𝑥2 + 2𝑥3 − 𝑥4 = 0; −𝑥3 + 2𝑥4 = 1 

Program:                                                                                             

 

Command window: 

 



Result:  

 

b) 2.04𝑥1 − 𝑥2 = 40.8; −𝑥1 + 2.04𝑥2 − 𝑥3 = 0.8; −𝑥2 + 2.04𝑥3 − 𝑥4 = 0.8; −𝑥3 + 2.04𝑥4 =

200.8 

Command window: 

 

Result:  

 

c) 2𝑥1 + 𝑥2 = 1; 2𝑥1 + 3𝑥2 + 𝑥3 = 2; 𝑥2 + 4𝑥3 + 2𝑥4 = 3; 𝑥3 + 3𝑥4 = 4 

Command window:  

 

Result: 

 

d) 4𝑥 + 8𝑦 = 8; 8𝑥 + 18𝑦 + 2𝑧 = 18; 2𝑦 + 5𝑧 + 1.5𝑤 = 0.5; 1.5𝑧 + 1.75𝑤 = −1.75 

Command window: 

 



Result:  

 

5. Analysis and Discussions: 

• We calculate the rank of matrix A (rank(A)) and the rank of the augmented matrix 

[A|b] (rank augmented). The rank of a matrix represents the number of linearly 

independent rows or columns. 

• If rank(A) is equal to rank augmented and is equal to the number of unknowns 

(columns in A), then the system is consistent and has a unique solution. 

• If rank(A) is equal to rank augmented but less than the number of unknowns, then 

the system is consistent but has infinitely many solutions (underdetermined). 

• If rank(A) is not equal to rank augmented, the system is inconsistent and has no 

solution. 

6. Conclusions: 

                 By comparing the ranks of the coefficient matrix "A" and the augmented matrix 

[A|b], we can conclude whether the system has a unique solution, infinitely many solutions, or no 

solution at all. This is a valuable tool for solving and analyzing systems of linear equations in various 

mathematical and engineering applications. 

7. Comments:  

 

8. Particulars 
Marks 

Maximum Actual 

Results 12  

Procedures/Steps /Write up  05  

Viva 08  

Total 25  

 

 

 

Signature of Staff in-charge 


